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Extensive Monte Carlo simulations using short-range and medium-range interactions reveal the existence of
quasisteady out-of-equilibrium phases in two-dimensional(2D) atom or cluster aggregation at different cov-
erages namely fractal-type, dendrites, compact islands with faceted or rough boundaries, as well as gas or fluid
phases. Different aggregation processes are identified. For medium-range effective pair potentials such as the
one used for copper atoms, 2D liquid droplets are found.
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I. INTRODUCTION

The recent progress in depositing a large number of par-
ticles with well defined selected sizes over a surface using
convenient low fluxes[1] as well as the progress in scanning
tunneling microscopy at the atomic scale[2] enabled experi-
mentalists to observe several morphologies in two-
dimensional(2D) aggregation such as fractals and random
dendrites[3,4]. At higher 2D coverage the observation of
islands with various shapes is well known[3,5]. From the
theoretical point of view, models of diffusion limited aggre-
gation (DLA ) [6], and diffusion limited cluster aggregation
[7] enabled physicists to understand the existence of fractal
shapes in the framework of a simple model of sticking which
precludes further relaxation or separation from the cluster.
Recently some approaches of internal cluster relaxation were
introduced[8] in order to take into account the observed
existence of different fractal shapes.

Here, in a more general approach of 2D aggregation we
propose to use a classical Monte Carlo(MC) method with
simple effective pair potentials to describe the thermal relax-
ation which can either free freshly deposited particles or ag-
gregate them as well. Thus a synthetic view is expected from
this approach. As recently shown[9], the MC approach is
well suited to simulate out-of-equilibrium quasisteady states
because of its simplified dynamics. The great advantage of
the MC method in a canonical ensemble stems from the in-
troduction of a thermal bath at a given temperatureT. It
enables us to simulate controlled thermal fluctuations with-
out dealing with the energy conservation rule during the mo-
tion as required in the standard molecular dynamics ap-
proach.

For the sake of clarity an initial random particle configu-
ration within a flat disk deposited on a smooth substrate at a
given coverageu,1, i.e., under one monolayer is introduced
in the simulation before starting the relaxation process. Here
the particle motion is entirely due to the relaxation process as
in pulsed laser deposition[10] and not due to competition
between the incoming flux and relaxation processes as it oc-
curs in a continuous particle deposition flux, or in a spinodal
transition [11]. The atomic structure of the substrate is ne-

glected for the sake of simplicity and generality. This is well
justified in the experimental cases of deposition over a liquid
surface or over an amorphous surface, such as amorphous
carbon and silica surfaces[12]. Of course introducing a spe-
cific substrate structure would lead to deposit structures
which are either commensurate or incommensurate with the
substrate as it has often been observed in the case of high
coverage[3]. The presence of a substrate would also produce
preferred crystallographic directions of the deposit which
lead to long range orientation correlations[13] and to long
range elastic interactions of the deposit through the substrate
[14] which in turn may lead to complex labyrinthine deposit
structures[15]. All these specific texture points are neglected
in the present general approach.

Thus the goal of the present paper is to study the pat-
terned structures at different temperatures obtained from MC
simulations with simple short-ranged pair potentials in order
to understand the various obtained configurations at equilib-
rium or out of equilibrium. The initial concentration plays a
role in defining several relaxation processes since for large
concentrations, particles interact together from the very be-
ginning and clusters are close to each other while for low
concentrations there is almost no interaction and the interac-
tion between particles appears only after a long diffusion
time. Obviously diffusion increases very much with tempera-
ture and the relaxation processes for aggregated particles are
also very sensitive to temperature. Thus temperature plays a
key role. Finally it is interesting to consider interactions with
different ranges and to examine their influence on the ob-
tained patterned structures and on the adsorbate energetics
such as the classical monotonous dependence of surface ten-
sion on interaction range. This remark suggests that results
are general for very short ranged potentials and that some
specificities must appear for potentials with a larger interac-
tion area.

In the following, Sec. II deals with the model used for the
chosen potentials and MC method. The analysis of the dif-
ferent patterns is reported in Sec. III and remarks and con-
clusions are given in Sec. IV.
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II. MODEL

A. The pair potentials

Here we use as simple effective pair potentials a set of
generalized Lennard-Jones pair potentialsVn,msqd=sqn

−nqd / sn−1d with q=ss / rdm wheres is the optimal pair in-
terparticle distance andr the interparticle distance. The po-
tential well depth is taken as unit energy. The exponentsm
andnm characterize the interparticle attractive and hard core
repulsive terms, respectively. For atoms these exponents are
adjusted to the solid state elastic and energetic properties
[16]. For instancem=5 andn=1.1 are deduced for copper
[17]. For large particles, i.e., clusters, made of several atoms
which are assumed here to be identical disks of diameters,
the energy well at the cluster surface is just due to edge
atoms and ultimately to a single atom while the minimum
interparticle distance is equal toDs with D.1. To account
for this effect, we use the following approximate scaling
rules. The effective attractive exponentm8 for the cluster is
m8=Dm, m being the atomic attractive exponent. Thus the
use of a large value of the exponentm for cluster-cluster
interaction amounts to reduce the interaction range to a very
local one as compared to the cluster diameter. The same
argument holds for the repulsive exponentn related to hard
core cluster-cluster repulsion. Practically we consider here
the cases withm=15, n=10 andm=30, n=10 in order to
deal with disk-shaped clusters of a few to tens atoms, respec-
tively. Thus the choice of generalized Lennard-Jones pair
potentials is justified since these potentials can describe very
short ranged potentials as well as medium-range potentials
such as copper and lead potentials where they give realistic
surface structures for Pb/Cu(100) [17]. We also treat the
aggregation of copper atoms as the aggregation of soft-
potential metallic atoms. Another application could be the
colloid-colloid interaction which has been well studied ex-
perimentally and theoretically[18].

Fig. 1 shows in reduced units the considered pair poten-
tials, two short-range potentials(m=15, n=10; m=30, n
=10d and the medium-range potential of copper.

B. MC simulations

The key feature of our simulations comes from the tem-
perature dependence of the energy per particle[Fig. 2(a)].
These curves are obtained after several millions of Monte
Carlo steps(MCS) at each temperature, starting from random
particle configurations of 10 000 particles with a given cov-

erageu. We have studied samples with various coverages:
u=0.05, 0.10, 0.16, 0.23, 0.30, 0.39, 0.50, 0.60, and 0.80. In
the low temperature regimesT,0.2d, all curves show an
energy decrease upon heating which is a signature of an out-
of-equilibrium relaxation process, since in equilibrium sys-
tems, the energy increases with temperature leading to a
positive specific heat. This out-of-equilibrium feature is illus-
trated by the low temperature curves(T=0.01 andT=0.1) in
Fig. 2(b) where the energy is slightly decreasing during re-
laxation, even after 107 MCS. Notice, however, that after
such long relaxations, the system is in a quasiequilibrium
state, i.e., its properties remain essentially unchanged after
further relaxation. In particular, the fractal or dendritic nature
of the sample persists for those temperatures, respectively
(see below). This very long-time relaxation has been studied
on smaller samples with 500 and 1000 particles. After 109

MCS no true equilibrium state is obtained. In the case of
very short ranged potentials the convergence speed does not
practically depend on the number of particles of the sample
for a given coverageu. This has been checked from numeri-
cal comparisons. This is due to the very short-range nature of
these potentials which are practically free from finite size
effects. On the other hand, the energy per particle is a de-
creasing function of particle concentration due to more
branching and more connectivity as shown below.

The energy-temperature curves shown in Fig. 2(a) have a
common shape with an out-of-equilibrium regime, as de-

FIG. 1. The three potential wells in normalized units:m=30,
m=15, and copper.

FIG. 2. The energy per site during relaxation:(a) vs temperature
after 106–107 MCS, for the three potentials with coverageu=0.23;
(b) vs the number of MC steps after a run of 107 MCS, at tempera-
tures T=0.01, T=0.1, and T=0.2, for m=30-potential with u
=0.05.
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scribed above, followed by a minimum and further a rapid
and large increase of energy which is usually associated with
a first order phase transition. In the high temperature quasi-
steady-state regime, the systems are in a fluid state. For
short-range interactions(m=30 andm=15), the energy per
particle at high temperature is practically zero which is the
signature of an almost noninteracting gas, while it is about
−0.56 for the medium-range copper interaction after 4
3107 MCS, which is an evidence of a 2D liquid as it results
from structure analysis(see below). The shape similarity of
energy-temperature curves[Fig. 2(a)] is the first evidence of
a universal behavior for two-dimensional aggregation irre-
spective of the interaction range.

III. PATTERNS

A. Fractals

At much low temperature fractal configurations, i.e.,
ramified structures with a single particle thickness, are ob-
tained for the three considered potentials as shown in Figs.
3(a)–3(c). The size and the degree of ramification of these
aggregates strongly depend on the particle concentration as
reported in Figs. 3(a) and 3(b). For low concentrations most
of the clusters are linear, while for higher concentrations
more and more branches and closed loops appear and small
compact parts with a triangular arrangement of particles.

The aggregation process is easily retrieved by comparing
successive snapshots. It results not only from individual par-
ticle aggregation but also from cluster-cluster aggregation
when migrating clusters aggregate. This is rather different
from the standard DLA process. Small clusters are more mo-
bile than large clusters; they undergo translations, rotations,
deformations, and vibrations.

For concentrations larger than 30%, triangular lattice parts
appear from the very beginning of the relaxation process and
are almost not affected by relaxation. There is a percolation
threshold, i.e., a concentration for which very large clusters
are expanding through the sample. This is seen in Fig. 3(b)
for a sample with 39% concentration. For higher concentra-
tions, one main cluster appears with smaller ones. Such rami-
fied structures were observed for Ag deposition on a Pt(111)
surface at 75 K at moderate coverage, see, e.g., Fig. 3(d) in
Ref. [4].

As the temperature is increased, random dendritic patterns
[3], i.e., thick ramified structures appear. The transition tem-
perature between fractalsfd configurations and random den-
drites sdd depends on the potential range:Tf−d<0.02 for m
=30, Tf−d<0.01 form=15, andTf−d,0.0001 for copper.

B. Random dendrites

Random dendrites shown in Figs. 4(a)–4(c) have an over-
all fractal aspect but the width of their branches is larger than
one particle diameter and smaller than the cluster size. The
thickness of these dendrites are a few interatomic distances
as seen in Fig. 4(c). These dendrites have a large domain of
existence as seen in Fig. 2(a). Such random dendrites are
observed experimentally; see Ref.[3].

As in fractal regime, the dendrites appear when the energy
per particle is a decreasing function of temperature, i.e., in a
typical out-of-equilibrium state. The evolution of random
dendrites is slow and results from cluster internal deforma-
tions, motion, splitting and aggregation, especially when
dendrites are small; see Figs. 4(a)–4(c). These dynamic fea-
tures are consistent with the quasi inexistence of particle
thermal detachment in this temperature range. As a result of
the aggregation of small units, the number of dendrites de-
creases during relaxation while the dendrite average size in-
creases. During this growth, depletion regions around large
dendrites appear and widen. The motion of large dendrites is
quite limited while small dendrites merge together in a coa-
lescence process, and finally with larger dendrites, i.e., in an
Ostwald ripening process.

As the temperature is increased further, compact islands
appear. The transition temperature between dendritesdd and
compact islandscd phases is only weakly potential depen-
dent:Td−c<0.15 for all cases including copper. This means

FIG. 3. Fractal-type configurations atT=0.01 for short-range
potentials:(a) m=30 with u=0.16 after 10 megaMCS;(b) m=30
with u=0.39 after 7.8 megaMCS. Note the practical percolation;(c)
m=15 with u=0.23 after 6 megaMCS.
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that the compact island formation is driven by the thermal
softening of bonds, especially those located at the cluster
edge which are weaker than the inner ones because of the
number of interacting neighbors and the available free space.

C. Compact islands

Compact islands with a triangular crystalline structure ap-
pear[Figs. 5(a)–5(d)] for TùTd−c<0.15. Their average en-
ergy per particle is a weakly increasing function of tempera-
ture. This means that this solid phase is close to equilibrium
as illustrated in Fig. 2(b) for T=0.2 where the long-time
average energy per particle is just fluctuating around its
mean value without drift. The island morphology and dy-
namics depend on the interaction range. There is a continu-
ous coexistence of rather large islands, clusters, and single
particles, see Fig. 5(a), for local potentials such as in the case
of m=30, while for soft potentials such as in the case of
copper, there is a large temperature range, 0.2,T,0.4, with

islands only[Figs. 5(b) and 5(c)]. Such a difference may be
understood as follows: at moderate temperature when the
thermal energy becomes a sizeable fraction of the potential
well depth, a particle can easily escape from the well if nar-
row, while for wider potentials, the particles cannot escape in
a few steps, and free particles are easily captured by a wide
potential well.

In the solid phase several island shapes appear. They re-
sult from the motion of particles at the island edge. The basic
features are displayed in Figs. 5(a)–5(d) with evidence for
polygonal and rough boundaries.

1. Hexagonal and triangular islands

At low temperature, island edges are straight lines with a
large proportion of hexagonal shapes as seen in Figs. 5(a)
and 5(d), in agreement with the experimental observations of
hexagonal and triangular islands[3].

For local potentials such as the case ofm=30 or m=15,
the transition from compact islands with hexagonal or trian-
gular shapes to a gas phase is very sharp. For soft potentials
such as that of copper, there is a transition from faceted
smoothssd islands to roughsrd islands which starts atTs−r

.0.28.

2. Rough islands

At higher temperatures, the island edges become rougher
and rougher as seen in Figs. 5(b) and 5(c), leading finally to
sublimation due to particle escape at the edge. This behavior
depends on island size: large islands exhibit smoother and
more coordinated edges than small islands, so they undergo
sublimation less easily than the latter. Thus sublimation of
small islands and condensation on large islands simulta-
neously occur. This is the Ostwald ripening[19]. There is an
intermediate step in which a few large rough islands are sur-
rounded by particles and clusters as seen in Figs. 5(b) and
5(c). In the long run, rough islands finally disappear in an
expanding cloud of particles and clusters.

The particle motion strongly depends on the potential
range. For medium-range potentials the edge tension in-
volves several inner layers, while for short-range potentials
this tension involves the edge particles only. This is the rea-
son why the transition from faceted islands to rough islands
is so narrow for local potentials and so extended for a copper
medium-range potential. Similarly a stronger edge tension
stabilizes a nearly circular shape at the expense of more rec-
tilinear edges[Figs. 5(b) and 5(c)]. This is the reason why in
the case of a copper medium-range potential islands are
stable over a wide temperature range.

3. Island dynamics versus concentration

The island dynamics is very rich and is well known since
Ostwald[19]. At the early stages of island growth for appro-
priate concentration and temperature, single particles aggre-
gate and soon dimers, trimers, etc. also aggregate. Then nu-
merous islands of different sizes appear. Large islands grow
by simultaneously(i) merging together in a coalescence pro-
cess and by(ii ) receiving small clusters and single particles
in a sublimation-accretion process, i.e., the Ostwald-type rip-

FIG. 4. Random dendrites for:(a) m=30-potential atT=0.1 with
u=0.30 after 1.5 megaMCS;(b) m=15-potential atT=0.05 with
u=0.23 after 6.5 megaMCS;(c) copper atT=0.05 with u=0.23
after 1.7 megaMCS.
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ening [19]. Both processes are very slow processes since
they involve both slow motions of large islands and slow
edge reorganization of old and newly aggregated islands. Cu-
riously enough, this size increase occurs even at high tem-
perature, close to the solid-fluid transition where larger and
larger islands appear. However, after a long enough MC run
these islands disappear due to sublimation for very short-
range potentials.

At low concentration, island coalescence does not occur
since it involves island motion over large distances which is
much slower than single particle motion. Thus Ostwald rip-
ening at low concentration just results from sublimation of
small islands and particle condensation into large islands for
energetic reasons. At high concentrations, islands are close to
each other. So they coalesce easily. This is shown for mod-
erate concentration in Figs. 5(b) and 5(c) where the same
sample is shown at two different MC steps. Several small
islands coalesce in Fig. 5(c) and one isolated small island
remains. At higher concentration, islands coalesce from the
very beginning to form larger crystalline polygonal islands
which become self organized in a semiordered network[Fig.
5(d)]. The sublimation process is still present with evidence
for internal vacancies. The relaxation process is dominated
by coalescence.

The next thermal transition is an abrupt first order transi-
tion from solidssd towards gassgd phase, i.e., a sublimation
for local potentials atTs−g<0.25 for m=30 and Ts−g
<0.285 for m=15 and a less abrupt transition towards the
liquid phase, i.e., a meltingsmd, for medium-range poten-
tials, here the copper case withTm<0.65−0.7 as seen in Fig.
2(a).

D. Fluid phases

At higher temperatures fluid phases appear. They are
made of mobile individual particles and of mobile clusters of

various sizes. All these structures at a given MC step form an
expanded cloud as seen in Figs. 6(a)–6(c). When the poten-
tial range is increased, clusters of larger size appear. This
explains the difference between Fig. 6(a) where the potential
is very hard withm=30 and Fig. 6(b) where the potential is
less hard withm=15. In both cases, the fluid phase is a gas.

For the short-range potentials, which lead after very long
MC runs to the snapshots reported in Fig. 6(a) and 6(b), the
local particle density decreases from the center of the initial
disk towards the outside according to a Gaussian distribu-
tion, as it occurs in a free 2D random walk from a source
located at the origin.

For the medium-range copper potential, the transition
from compact islands to fluid phases extends over a large
plateau 0.6,T,1.3 with a potential energy close to −1; see
Fig. 2(a). This plateau corresponds to the dense fluid atT
=1.3 as seen in Fig. 6(c) for 43104 MCS. The sample size
expands mainly as a result of 2D spatial expansion at the
phase transition, and most of the sample remains confined
within a disk. The existence of this dense liquid phase is
analyzed with the help of the distribution function of site
neighbors reported in Fig. 7. The probability of a site with a
given number of neighbors within a distance of three atomic
radii is reported in Fig. 7. In our model in 2D, the maximum
number of interacting neighbors is 36 in the case of a trian-
gular lattice. In the islands obtained here, this number varies
between 18 at the surface and 36 in the island core. This is
seen in Fig. 7 forT,0.65. From the shape of the distribution
function at these temperatures, the island size increases with
temperature as reported above. In the temperature range,
0.8,T,1.3, the average number of neighbors is eight with
a Poissonian distribution. At the melting pointT=0.65 the
distribution function of the number of neighbors becomes
quite wide. Both liquid and solid states coexist as in a first
order transition. Note that with a medium-range potential,
close to the melting transition, a few sites with a quasisquare

FIG. 5. Compact islands for:
(a) m=30-potential atT=0.2 with
u=0.05 after 16.6 megaMCS;(b)
copper atT=0.3 with u=0.23 af-
ter 1.4 megaMCS;(c) copper at
T=0.3 with u=0.23 after
2.4 megaMCS. Note the island
size growth when comparing to
(b); (d) m=30-potential atT=0.2
with u=0.8 after 5 megaMCS.
Note the grain independent crys-
talline orientation and the pres-
ence of vacancies inside the
grains.
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symmetry environment appear in the sample. Such configu-
rations seem to be related to their 3D analog, namely the
high temperature bcc phase in metals[20].

IV. CONCLUDING REMARKS

In conclusion, by using a simple interaction model for 2D
aggregation, we have accounted for a rich variety of patterns
and phases as observed experimentally. A schematic “phase
diagram” is summarized in Fig. 2(a). The fractal region is too
narrow to be shown in this figure but exists. Our model in
which diffusion and internal relaxation play major roles
could be very suggestive for numerous out-of-equilibrium
statistical phenomena such as urban growth[21] where linear
villages as well as urban coalescence have been observed
long ago. In the case of patterned grounds[22] polygonal
networks also appear as in our MC patterns obtained for
large concentrations, see Fig. 5(d). Finally recent results on
3D aggregation lead to similar patterns as observed[23,24]
with fractals, random dendrites, droplets, and gas.

ACKNOWLEDGMENT

The authors would like to thank Dr. Philippe Depondt
from University Paris 6 for useful criticisms.

FIG. 6. Fluid phases:(a) gas for m=30 at T=0.35 after
10 megaMCS. Note the weak energy per site,E=−0.059; (b) gas
for m=15 atT=0.35 after 10 megaMCS,E=−0.197;(c) liquid cop-
per atT=1.3 after 4.43104 MCS. In all cases the initial coverage is
u=0.23.

FIG. 7. Copper solid-liquid transition: Normalized distribution
probability of the number of site interacting neighbors within a disk
of radius three atomic radii at temperaturesT=0.3 (solid islands),
T=0.65(melting point with coexistence of solid islands and liquid)
andT=1.3 (liquid phase).
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